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Abstract. The empirical relationships between labour wages, unemployment rate and the labour productivity index in New Zealand’s construction sector (for the period of 1983–2017) were investigated. The Johansen cointegration test and vector error correction mechanism were used to determine the existence of long-run relationships between the variables and the adjustment process of the short-run disequilibrium into the long-run equilibrium. The results show that the labour productivity index positively affects the labour wage, while the effect of unemployment rate is negative in the long run. That is, the more productive the labour, the more the wages earned. Related statistical tests on the residuals proved that the model and its findings are reliable.

Keywords: productivity, labour wage, New Zealand, construction, panel data analysis, unemployment.

JEL Classification: E10, E24, J24.

Introduction

The construction industry has a significant role in terms of growth promotion and employment generation, and it also supports other sectors to which it is linked (Durdyev & Ismail, 2016; Durdyev, Zavadskas, Thurnell, Banaitis, & Ihtiyar, 2018; Gündüz & Kaya, 2017; Nazarko & Chodakowska, 2017). Since this sector influences the growth of national economy, its productivity level is of critical importance. Studies have proved that the higher the productiv-
ity level of the construction sector, the higher the gains for other sectors, since the former feeds investments into the latter to some extent (Chia, Skitmore, Runeson, & Bridge, 2014).

An assessment of the construction industry from the economic perspective is essential to determine the national productivity level (Durdyev & Ismail, 2012). The national productivity level aims at contributing towards the gross domestic product (GDP), which is considered the main economic indicator of a nation's growth and standards of living (Durdyev & Mbachu, 2011). Productivity growth within a region or nation is an important requirement to raise the living standard of its population. Therefore, national productivity measures are typically used for comparing economic performance, for example, of regions and/or over periods. Bernold and AbouRizk (2010) state that the managerial and technological capacities of a country, which are fostered by a qualified (highly educated) workforce, are critical in driving increases in its productivity through facilitating constant improvements. Over time, factors such as incentives from stronger industries, human resource development through continued education and innovation support productivity increase. Consequently, governmental policies and cultural and institutional factors determine the success of measures to improve productivity. Further, productivity has to be measured at the industry level to observe the extent to which an industry’s productivity performance affects national productivity. Such measurement is required because any industry (e.g., construction, service, manufacturing, agriculture and mining) can be considered an individual unit of the entire economy of a country. Hence, national productivity improvements depend on the productivity level of individual units, namely, industries (Bernold & AbouRizk, 2010; Han, Ko, Hong, Koo, & Lee, 2017), and such improvements are portrayed via the initial and subsequent measurements at the national and industry levels.

The relationship of the construction sector with the economy has received attention from researchers worldwide. Numerous studies have examined and reported the relationship between construction sector output and the economy (Banaitienė, Banaitis, & Laučys, 2015; Chan, 2001; Giang & Low, 2011; Ma, Liu, & Reed, 2017; Ofori, 1990; Turin, 1978), while several others (Chia et al., 2014; Y. Gang, F. Gang, & Yan, 2003) have examined the relationship between this sector's productivity performance and economic development. For instance, sufficient theoretical evidence shows that various economic parameters, such as the labour wage (LW) and unemployment rate, have either negative or positive effects on sector productivity (Yildirim, 2015). However, little attention has been paid to the impact of construction productivity on a particular economic parameter (Vergeer & Kleinknecht, 2007; Wakeford, 2004). Further, the presence of country- and industry-specific parameters means that the findings of studies on the subject are applicable within their respective economic environments (owing to political, social and institutional determinants) and hence cannot be generalised. Therefore, deeper understanding of gains and pains of the workforce from the sector's productivity performance, within the country- and industry-specific environments, is of strategic importance.

Additionally, according to growth models (Kuznets, 1961; Romer & Chow, 1996; Solow, 1956), under perfect competitive market conditions the real wage (RW) rate equals the value of the marginal product of labour at the anticipated cost per output. If the growth models are considered correct, RW should be equal to the marginal product; therefore, the long-run increase in RW should be parallel to the increase in labour productivity (LP). However, this
Theoretical approach needs to be tested empirically, since many relationships exist between wage rates and productivity.

The construction industry has a significant contribution to New Zealand’s economy in terms of GDP, linkages with allied businesses and employment. While the sector’s contribution, including the related services, to GDP was recorded as 8% in 2015 (PWC, 2016) and led the GDP growth by the end of 2017 (Stats NZ, 2017), it generated about 10% of total employment. When the integration with allied sectors of the economy is considered, the construction sector has even a greater impact. Given the significance of the construction sector in New Zealand in terms of employment generation and contribution to the national economy, particularly after the Canterbury earthquake, this study aims to examine the empirical relationship between RW and the productivity of this sector based on data for the 1983–2017 period. Thus, the study’s contribution is to present the relationship between RW, unemployment and labour productivity within the construction industry context of New Zealand. As such, it is hoped that the study would provide implications for salary setting that are consistent with the level of productivity in the construction context of New Zealand as well as for testing economic and wage models.

The remainder of this paper is organised as follows. The next section, Section 1 presents a comprehensive literature review. Section 2 provides details on the data used and Section 3 presents the analysis results. Section 4 presents a discussion on the long-term relationships between the variables considered and Section 5, on the short-term relationships Section 6 states the results of tests on model stability. The final section provides some concluding remarks on the relationships between the empirically tested parameters as well as implications.

1. Literature review

“Productivity is not everything, but in the long run it is almost everything. A country’s ability to improve its standard of living over time depends almost entirely on its ability to raise its output per worker”.

(Krugman, 1994)

Productivity has been associated with economic growth at various levels, such as the quality of life of a society, and the quality of its services/products at the organisation level (Durdyev, 2011). Oyeranti (2000) defines it as the ability of the sector to convert inputs including material, machinery and money into outputs or a quantified ratio of inputs to outputs. Durdyev, Ismail and Kandymov (2018) define productivity as effective resource (input) utilisation to achieve set objectives (output), which also can be defined as “the ratio of output to input”. In the construction sector, the built structure is an output and the major inputs are the quantity of workforce hired (worked hours) and quantity of capital and other resources utilised (e.g., energy, material and money). Durdyev and Mbachu (2018) define productivity as the measurement of the resources or inputs used to achieve the objectives or desired outputs. By focusing on creativity and innovation, the productivity aim is to accomplish higher output with fewer resources by resource optimisation through re-engineering the service delivery process.
Productivity growth within a region or nation is an important requirement to raise the living standard of its population (Bernold & AbouRizk, 2010). Therefore, national productivity measures are typically used to compare economic performance, such as between regions or periods. The input–output approach (which is the same as the general definition of productivity) is also used to measure the industry-level productivity (Huang, Chapman, & Butry, 2009). However, at this level, the input–output ratio measures the total market value (price; amount) of the services and products to the number of labourers employed by the industry. Marginal physical productivity is one of the most appropriate theoretical concepts of productivity, which is the change in output resulting from employing one more particular unit of labour. However, since such productivity cannot be readily measured, in practice, average LP is used as a productivity concept. The most common equation for calculating average LP is total output divided by total employment. From the perspective of contemporary economists, average productivity is defined as the amount of production (i.e., goods and services) per unit of labour input (Mankiw, 2017).

RW has been categorised into two types: real consumption and real product wages (Backhouse, 1991). While the former, which provides a measure for real purchasing power, is the value of wages adjusted for inflation with the consumer price index, the latter is the value of wages adjusted for inflation with the producer price index.

Several mechanisms theoretically explain the relationship between economic parameters. For instance, it has been theoretically proved that because of decrease in purchasing power, inflation is likely to have a negative impact on productivity performance. Conversely, RW is found to be a motivating factor for the labour force, which ultimately positively influences productivity performance (Karaalp-Orhan, 2017; Yildirim, 2015).

A comprehensive literature review suggests that the relationship between productivity and economic parameters, such as LWs and unemployment rate, has received broad attention from researchers, with the majority of these studies reporting a positive relationship. For instance, Wakeford (2004) reports an empirical relationship between productivity and RW in South Africa between 1983 and 2003. The findings reveal a long-run equilibrium (cointegrating) relationship among the parameters for the examined period, while revealing strong evidence of cointegration of productivity and RWs over the 1990–2002 period. Further, utilising the panel data technique, Vergeer and Kleinknecht (2007) analyse the relationships between LP growth and LW over the period of 1960–2004 in the 19 countries of the Organisation for Economic Co-operation and Development. They report that LP growth is a key determinant for wage growth but also find a causal link in the opposite direction. Yusof (2008) examines the long-run relationship between RW, employment and productivity in Malaysia’s manufacturing sector. The analysis results reveal a long-run relationship among the parameters. Thus, although the theory of negative impact of RW on employment is not supported, the pay scheme theory (based on performance) is further validated.

One study on Australia analyses the empirical relationship between LP, inflation and RWs during 1965–2007 utilising Granger causality, cointegration and, most importantly, structural change tests (Kumar, Webber, & Perry, 2012). The results reveal a positive relationship among the parameters in the manufacturing sector. Tipper (2012) investigates the impact of labour age structure on productivity and RW’s, as well as the productivity–RW gap between 2001 and 2007 in New Zealand. The results reveal no significant differences between LP and work-
force age structure at the industry level; however, the study finds that the younger workforce is paid lower RW than the older workforce. Further, the productivity–RW gap is not found to be applicable for the older workforce but exists for the younger workforce, which is paid less in comparison to its productivity.

Rosenberg (2010) examines the long-run relationship between RWs and LP in New Zealand using data for the 1978–2006 period. According to the results over a variety of business cycles, increase in RW varies widely owing to LP increases. Conway, Meehan and Parham (2015) test the relationship between labour income share and productivity growth over 1978–2010 in New Zealand. The results indicate consistency in growth of RWs and productivity as well as the lack of a systemic relationship between significant growth of productivity and decreases in labour income share.

A recent study on Nigeria investigates both long- and short-run relationships in the 1981–2012 period between inflation, RW and LP (Iheanacho, 2017). For further cointegration analysis, the study utilises the bound testing, autoregressive distributed lag and error correction approaches. The findings reveal a significant and positive long-run relationship between the tested parameters and that a positive short-run relationship does coexist, which confirms the dual impact of RW on productivity.

A strong relationship between LP, wages and unemployment has been reported by various studies worldwide. However, the findings reported from other countries cannot be generalised and further country- and industry-specific investigation is required on the relationship between the aforementioned parameters. In addition, although some studies have considered the topic in the New Zealand context, it is necessary to revisit the topic and examine the empirical relationships between LWs, LP and unemployment rates, particularly in the construction sector. Thus, this study aims at empirically testing these relationships in the New Zealand construction industry context for the 1983–2017 period.

2. Research data

The variables used in the model are weekly wage, unemployment rate and labour productivity index (see Table 1), all of which are annual time series retrieved from the Stats NZ Tatauranga Aotearoa databank and New Zealand Yearbooks. The series are available only from 1983 to 2017; therefore, this study is limited to this period.

Logarithmic values of the variables are used in the model. First, the augmented Dickey–Fuller (ADF) test is used to determine whether all the variables are stationary, following the recommendations of Dickey and Fuller (1979). Next, the vector error correction model (VECM) is used to estimate the speed of adjustment of the short-run disequilibrium into

<table>
<thead>
<tr>
<th>Variables</th>
<th>Code</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labor Wage (weekly)</td>
<td>Ln WAGE</td>
<td>Endogenous</td>
</tr>
<tr>
<td>Unemployment</td>
<td>Ln UNIMP</td>
<td>Endogenous</td>
</tr>
<tr>
<td>Labor Productivity Index</td>
<td>Ln LAPROD</td>
<td>Endogenous</td>
</tr>
</tbody>
</table>
the long-run equilibrium among the cointegrated variables. Finally, to check how stable and desirable the model is, the residuals of the VECM are tested via serial correlation LM, Breusch–Pagan–Godfrey heteroscedasticity and histogram normality tests.

3. Data analysis and results

3.1. Unit root test

The statistical properties of a stationary time series, such as mean, variance and autocorrelation, are all constant over time. If nonstationary time series are regressed, the results may be meaningless and biased. Therefore, regressions based on the nonstationary time series are called spurious regressions. Elimination of trend and seasonal effects from the series, filtration of it and obtaining its logarithmic values are the ways to convert a nonstationary series into a stationary one. In cointegration tests, all variables are added in the model at their base level I (0) if they all are stationary at the same level. Hence, the variables are checked via the ADF test using Equations (1) and (2), which are the equations for the stationary series without and with trend, respectively (Dickey & Fuller, 1979):

$$\Delta X_t = a + \alpha X_{t-1} + \beta \sum_{i=1}^{m} \Delta X_{t-i} + e_t; \quad (1)$$

$$\Delta X_t = a + bt + \alpha X_{t-1} + \beta \sum_{i=1}^{m} \Delta X_{t-i} + e_t. \quad (2)$$

The null hypothesis is $H_0: \alpha = 0$ and $b = 0$, which means the $X_t$ series is not stationary. In case the null hypothesis ($H_0$) is rejected, the alternative hypothesis ($H_1$) that the series is stationary is accepted. The ADF unit root test results indicate that the series are not stationary in their base level I (0), but they become stationary after differencing I (1) (Phillips & Perron, 1988).

Table 2 presents the ADF test results based on the Akaike information criterion (AIC) for eight lags. Although none of the variables are stationary in their base level at 1% significance, they are stationary in their first differences with two stages, for with and without trend.

Table 2. Stationarity of the variables

<table>
<thead>
<tr>
<th>Variable code</th>
<th>Without trend</th>
<th>With trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau$</td>
<td>%1</td>
</tr>
<tr>
<td>Ln WAGE</td>
<td>$-4.07$</td>
<td>$-1.95$</td>
</tr>
<tr>
<td>Ln UNIMP</td>
<td>$-3.43$</td>
<td>$-2.64$</td>
</tr>
<tr>
<td>Ln LAPROD</td>
<td>$-8.09$</td>
<td>$-2.63$</td>
</tr>
</tbody>
</table>

3.2. Selection of the VAR lag order

In line with the recommendation of Speed and Yu (1993) and Dickey and Fuller (1981), the likelihood ratio, final prediction error, AIC, Schwarz information criterion and Hannan–Quinn information criterion are applied to determine the optimum lag order for the cointegration of the variables. The optimum lag order is 1 according to all criteria.
Table 3. VAR lag order

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>149.4537</td>
<td>NA</td>
<td>8.24e-09</td>
<td>-10.10026</td>
<td>-9.958813</td>
<td>-10.05596</td>
</tr>
<tr>
<td>1</td>
<td>168.5155</td>
<td>32.86520*</td>
<td>4.14e-09*</td>
<td>-10.79418*</td>
<td>-10.22840*</td>
<td>-10.61698*</td>
</tr>
<tr>
<td>3</td>
<td>177.6126</td>
<td>7.908391</td>
<td>8.31e-09</td>
<td>-10.18018</td>
<td>-8.765738</td>
<td>-9.737196</td>
</tr>
<tr>
<td>4</td>
<td>184.2017</td>
<td>7.270683</td>
<td>1.10e-08</td>
<td>-10.01391</td>
<td>-8.175133</td>
<td>-9.438028</td>
</tr>
</tbody>
</table>

Note: *selected lag order based on the criterion.

4. Long-term relationships between labour wage and productivity variables

4.1. Cointegration test

Cointegration is a technique that allows determining the relationships between two or more nonstationary variables. Although two or more variables might not be stationary, the variables are cointegrated if their linear combinations are stationary (Granger, 1988). A nonstationary series may not have stochastic processes, and hence, analysis with such a series could produce a spurious relationship. However, the cointegration models allow displaying genuine relationships between the variables. While the Engle–Granger (Engle & Granger, 1987) cointegration model displays a single cointegrating relationship), Johansen's (1988) model allows for multiple relationships. Thus, the equation of the latter model is provided as follows:

\[ x_t = [\mu + \Pi] x_{t-1} + \ldots + \Pi_k x_{t-k} + \varepsilon_t, \]

\( \varepsilon_t \) is error term and \( \mu, \Pi_1, \ldots, \Pi_k \) are restricted parameters that are estimated via the vector auto regressive model:

\[ \Delta x_t = \mu + \Gamma_1 \Delta x_{t-1} + \ldots + \Gamma_{k-1} \Delta x_{t-k+1} + \Pi x_{t-k+1} + \varepsilon_t. \]

Since the series have a unit root in their base level, they became stationary after first difference. This operation transforms Equation (3) into Equation (4).

\[ \Gamma_i = -(I - \Pi_1 - \ldots - \Pi_i) \quad i = 1, \ldots, k-1 \quad \text{and} \quad \Pi = -(I - \Pi_1 - \ldots - \Pi_k). \]

With this operation, the coefficient matrix is checked for information about the relationships of the variables and the data vector. The coefficient matrix may have one of three possible values (Johansen & Juselius, 1990):

- Rank (\( \Pi \)) = 0. Coefficient matrix (\( \Pi \)) is zero and Equation (3) is suitable for the traditional time series differential vector. It does not fit the cointegration structure.

- Rank (\( \Pi \)) = p. The rank of coefficient vector (\( \Pi \)) is a whole and \( X_t \) process vector is stationary.

- 0 < Rank (\( \Pi \)) = r < p means that the variables are cointegrated and have long-run associations. In other words, there are \( \alpha \) and \( \beta \) matrixes such that \( \Pi \) is equal to the multiplication of \( \alpha \) and \( \beta' \) (\( \Pi = \alpha \beta' \)) and \( \beta' X_t \) is stationary.
Since all variables are of the same order, the Johansen cointegration test is utilised to determine if these are integrated. There is at least a unilateral causality between the variables in case the variables are integrated (Granger, 1969). Hence, the causality between the variables is checked via the standard Granger test (Granger, 1969). Then, the VECM is set to determine how many periods later the disequilibrium between the variables changes into equilibrium (Granger, 1988). Tables 5 and 6 present the results of the trace and maximum eigenvalue tests, respectively, applied to determine the number of cointegrating vectors between the variables.

Cointegration models are established based on five assumptions about whether data have a deterministic trend and intercept. ‘Intercept (no trend) in CE and test VAR’ option of the linear deterministic trend in data is the most appropriate assumption for the cointegration equation.

The trace statistic value in Table 4 is bigger than the critical value at the 0.03% level of significance in the first line. Therefore, the null hypothesis is rejected; hence, the variables are not cointegrated. However, the second line shows that the trace statistic is less than the critical value at 56.7% level of significance; hence, the null hypothesis cannot be rejected and reveals that there is at most one cointegration equation.

The maximum eigenvalue (ME) statistic in Table 5 shows that there is at least one cointegration equation between the variables and they are correlated in the long run.

The ME statistic in the first line is bigger than the critical value at the 1.5% level of significance, and hence, the null hypothesis (there is no cointegration between variables) is rejected. Conversely, the ME statistic in the second line is less than the critical value at 53.7% level of significance; hence, the null hypothesis is not rejected.

According to normalized co-integrating coefficients presented in Table 6, the coefficients of ln LAPROD and ln UNIMP are −2.6 and 0.34, respectively, which estimate the long-run elasticities. Thus, every increase in ln LAPROD reflects in ln WAGE by 260% in the long run, and every increase in ln UNIMP reflects ln WAGE by −34%.

Table 4. Unrestricted Co-Integration Rank Test (Trace)

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Trace Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None * (R = 0)</td>
<td>0.526639</td>
<td>31.77027</td>
<td>29.79707</td>
<td>0.0292</td>
</tr>
<tr>
<td>At most 1 (r ≤ 1)</td>
<td>0.181442</td>
<td>7.089689</td>
<td>15.49471</td>
<td>0.5672</td>
</tr>
<tr>
<td>At most 2 (r ≤ 2)</td>
<td>0.014521</td>
<td>0.482717</td>
<td>3.841466</td>
<td>0.4872</td>
</tr>
</tbody>
</table>

Notes: *the hypothesis is rejected at 0.05 significance level; **MacKinnon-Haug-Michelis (1999) p-values.

Table 5. Unrestricted Co-Integration Rank test (ME)

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>ME Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None * (R = 0)</td>
<td>0.526639</td>
<td>24.68058</td>
<td>21.13162</td>
<td>0.0151</td>
</tr>
<tr>
<td>At most 1 (r ≤ 1)</td>
<td>0.181442</td>
<td>6.606972</td>
<td>14.26460</td>
<td>0.5366</td>
</tr>
<tr>
<td>At most 2 (r ≤ 2)</td>
<td>0.014521</td>
<td>0.482717</td>
<td>3.841466</td>
<td>0.4872</td>
</tr>
</tbody>
</table>

Notes: *the hypothesis is rejected at 0.05 significance level; **MacKinnon-Haug-Michelis (1999) p-values.
Table 6. Normalized vector

<table>
<thead>
<tr>
<th>Ln WAGE</th>
<th>Ln LAPROD</th>
<th>Ln UNIMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000000</td>
<td>-2.605217</td>
<td>0.346929</td>
</tr>
<tr>
<td>(0.69140)</td>
<td>(0.16736)</td>
<td></td>
</tr>
</tbody>
</table>

Increase in unemployment may lead the labour force to consent to lower wages to find a job or to retain the existing job because of strong competition in the labour market. Conversely, the more productive the workers become, the more wages they will demand. Therefore, the positive relationships between wages and labour productivity that this empirical study finds.

4.2. Vector Error Correction Model

According to the cointegration theory, the short-run disequilibrium between the variables may have a tendency to change into the long-run equilibrium. Cointegration models help identify long-run associations of variables while they have short-run deviations. Hence, it is possible to find the number of periods required to adjust short-run deviations into long-run equilibrium. The VECM is used to determine the number of periods for this equilibrium process, and the model's formula is as follows:

\[
\Delta \ln \text{WAGE}_t = \alpha_0 + \sum_{i=1}^{n} \alpha_{3i} \Delta \ln \text{WAGE}_{t-i} + \sum_{i=1}^{n} \alpha_{2i} \Delta \ln \text{UNIMP}_{t-i} + \sum_{i=1}^{n} \alpha_{3i} \Delta \ln \text{LAPROD}_{t-i} + \gamma \text{ECM}_{t-1} + \epsilon_t,
\]

where:

- \( \Delta \ln \text{WAGE}_{t-i} \) = change in labour wage in the period \( t - 1 \);
- \( \Delta \ln \text{UNIMP}_{t-i} \) = change in the Unemployment rate in the period \( t - 1 \);
- \( \Delta \ln \text{LAPROD}_{t-i} \) = change in Labour Production index in the period \( t - 1 \);
- \( \text{ECM}_{t-1} \) = error terms of the co-integration model in the period \( t - 1 \);
- \( \mu_1, \mu_2 \text{ and } \mu_3 \) = coefficients or the short-term parameters affecting the dependent variables.

The long-run associations of the variables can be obtained provided that the error term is negative in sign in the VECM. According to the VECM model shown in Table 7, the ECM_{t-1} coefficient is negative in sign and statistically significant at the 0.01% level, which reveals the existence of long-run causality from the input productivity indexes to Labour Wages. The coefficient of ECM_{t-1} estimated for error correction is in between 0 and −1; hence, this reveals that the deviations among the variables gradually diminish in the short run and the model approaches the equilibrium level in the long run. The adjustment speed from short-run disequilibrium to long-run equilibrium is calculated as follows (Johansen & Juselius, 1990):

\[
1/\text{ECM}_{t-1} = 1/0.08255 = 12.11.
\]

This result shows that the cointegration equilibrium can be obtained in approximately 12 periods.
Table 7. Vector Error Correction Model

<table>
<thead>
<tr>
<th>Dependent Variable: ∆ ln WAGE_t</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECM_{t-1}</td>
<td>-0.082550</td>
<td>0.018419</td>
<td>-4.481738</td>
<td>0.0001</td>
</tr>
<tr>
<td>∆ ln WAGE_{t-1}</td>
<td>0.297473</td>
<td>0.133714</td>
<td>2.224693</td>
<td>0.0343</td>
</tr>
<tr>
<td>∆ ln UNIMP_{t-1}</td>
<td>-0.161652</td>
<td>0.090292</td>
<td>-1.790318</td>
<td>0.0842</td>
</tr>
<tr>
<td>∆ ln LAPROD_{t-1}</td>
<td>-0.042880</td>
<td>0.024199</td>
<td>-1.771990</td>
<td>0.0873</td>
</tr>
<tr>
<td>ε_t</td>
<td>0.029938</td>
<td>0.006622</td>
<td>4.520669</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

R-squared: 0.732812  Mean dependent variance: 0.041136
Adjusted R-squared: 0.694642  S.D. dependent variance: 0.035162
Sum squared residual: 0.010571  Akaike info criterion: -4.905251
Sum squared residual: 0.010571  Schwarz criterion: -4.678508
Log likelihood: 85.93665  Durbin-Watson statistic: 1.832934

Vector Error Correction Model also displays the short run associations between the dependent and the independent variables as well as it displayed the speed of adjustment between variables in the long run. T statistics and their corresponding probability values show that only one lagged value of the wage affects the wage itself at the 5% significance level in the short run.

5. Model stability

Reliability of the model results depends on the stability of the model. Residuals of unstable models have several problems, such as heteroscedasticity, serial correlation and abnormal distribution, which adversely affect the accuracy of the model results. The first condition of model stability is that the residuals should be normally distributed.

Jarque-Berra statistic and the corresponding probability value (JB = 2.97 < 22.6 or Prob = 22.6 > 0.05) support the null hypothesis that the residuals of the model are normally distributed (see Table 8).

The second condition for model stability is that the variables should be homoscedastic, namely, they should have the same finite variance. The null hypothesis of the Heteroskedasticity ARCH test rejects the heteroskedasticity of the variables.

Table 8. Histogram normality test

<table>
<thead>
<tr>
<th>Mean</th>
<th>-2.44e-17</th>
<th>Skewness</th>
<th>0.0648096</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>-0.002797</td>
<td>Kurtosis</td>
<td>3.693324</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.052844</td>
<td>Jarque-Berra</td>
<td>2.971119</td>
</tr>
<tr>
<td>Minimum</td>
<td>-0.037031</td>
<td>Probability</td>
<td>0.226376</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.018175</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 9. Heteroskedasticity test: ARCH

<table>
<thead>
<tr>
<th></th>
<th>F-statistic</th>
<th>Prob. F(12,12)</th>
<th>Obs. R-squared</th>
<th>Prob. Chi-Square (12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-statistic</td>
<td>0.341867</td>
<td>0.5631</td>
<td>12.58418</td>
<td>0.5482</td>
</tr>
</tbody>
</table>

Table 10. Breusch-Godfrey serial correlation LM test

<table>
<thead>
<tr>
<th></th>
<th>F-statistic</th>
<th>Prob. F(2,12)</th>
<th>Obs*R-squared</th>
<th>Prob. Chi-Square(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-statistic</td>
<td>0.432387</td>
<td>0.5164</td>
<td>0.520143</td>
<td>0.4708</td>
</tr>
</tbody>
</table>

The test results in Table 9 reveal that the model is homoscedastic. The chi-square value supports the null hypothesis at the 54.8% significance level.

The third condition for model efficiency is that the residuals of the model should not be serially correlated. The Breusch–Godfrey serial correlation LM test rejects the hypothesis that the residuals of the model are serially correlated (Breusch, 1978; Godfrey, 1978).

The results of this test in Table 10 indicate that the residuals are not serially correlated, and the equation is appropriate for hypothesis tests and forecasting.

Conclusions

The construction sector is a sector that significantly contributes to New Zealand's economy. Thus, the existence of intersectoral linkages means that any improvement in the sector is positively reflected in other sectors – for instance, because this sector is an infrastructure provider to other sectors. Moreover, increase in the quality and productivity of labour positively affects the construction sector quality because of its labour-intensive nature. Thus, increase in labour wage (LW) based on productivity growth encourages labour to be more productive.

New Zealand is a high-income country, and the construction sector is the fourth largest contributor to the national economy. The share of the construction sector in the GDP and its contribution to national economic growth is worthy of attention, and hence a motivating point for this study utilising the statistical data recorded by Statistics New Zealand. Therefore, this study examined the relationships between labour productivity, unemployment and LW. The Johansen cointegration test proved that LW, unemployment and the labour productivity (LP) index are cointegrated. According to the Vector Error Correction Mechanism, short-run deviations between the variables move towards long-run equilibrium in 12 periods. Normalised cointegrating coefficients showed that the LP index positively affects LW, while the effect of unemployment rates is negative. These results showed that the more productive the labour, the more the wages earned. However, the short run associations of the variables showed that only the one lagged values of the labour wages affected the current values of the LWs themselves. Nevertheless, although similar studies have been undertaken, assessment of the relationships between the LP and LW in the construction context of New Zealand is of utmost significance. Further, the outcomes of the model are sufficiently justified by the theory that the change in unemployment rates is negatively reflected in the wages, while LP affects the wage positively. Thus, since it is the first study of its kind undertaken in the New Zealand construction context, the authors believe that the findings of this short scoping study would
provide implications for salary setting that are consistent with the level of productivity in the construction context as well as for testing economic and wage models. Although the aim of the study was achieved, the results are limited to the data obtained from the Statistics New Zealand, therefore cannot be generalised and should be treated with caution.
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